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Abstract We created a fault model with a Tohoku-type

earthquake fault zone having a random slip distribution and

performed stochastic tsunami hazard analysis using a logic

tree. When the stochastic tsunami hazard analysis results and

the Tohoku earthquake observation results were compared,

the observation results of a GPS wave gauge off the southern

Iwate coast indicated a return period equivalent to approxi-

mately 1,709 years (0.50 fractile), and the observation results

of a GPS wave gauge off the shore of Fukushima Prefecture

indicated a return period of 600 years (0.50 fractile). Analysis

of the influence of the number of slip distribution patterns on

the results of the stochastic tsunami hazard analysis showed

that the number of slip distribution patterns considered greatly

influenced the results of the hazard analysis for a relatively

large wave height. When the 90 % confidence interval and

coefficient of variation of tsunami wave height were defined as

an index for projecting the uncertainty of tsunami wave

height, the 90 % confidence interval was typically high in

locations where the wave height of each fractile point was

high. At a location offshore of the Boso Peninsula of Chiba

Prefecture where the coefficient of variation reached the

maximum, it was confirmed that variations in maximum wave

height due to differences in slip distribution of the fault zone

contributed to the coefficient of variation being large.

Keywords Stochastic tsunami hazard analysis � Logic

tree analysis � Uncertainty assessment � Random source

parameter model � Tohoku-type earthquake

1 Introduction

In earthquake-induced tsunami hazard analysis, it is

extremely important to ascertain the effect of earthquake

source parameters on the initial displaced water height of

tsunamis. Numerous studies on this influence have been

conducted (e.g., Hwang and Divoky 1970; Ward 1982; Ng

et al. 1991; Pelayo and Wiens 1992; Whitmore 1993; Geist

and Yoshioka 1996; Geist 1999; Song et al. 2005). Based

on observations of the 2004 Indian Ocean tsunami, Song

et al. (2005) concluded that slip function is an important

factor that governs tsunami intensity and that the fracture

rate of the earth’s crust determines the spatial pattern of a

tsunami. It is now well known that the amount of slip of a

rupturing fault strongly affects tsunami wave height, as

numerous past studies have indicated.

On the other hand, Freund and Barnett (1976) pointed

out that tsunami wave height is underestimated more when

tsunami calculations are performed with uniform slip dis-

tributions than with heterogeneous slip distributions, but

studies on the effect of planar nonuniformity of fault slip

on tsunami wave height are limited (e.g., Geist and

Dmowska 1999; Geist 2002; McCloskey et al. 2007, 2008;

Løvholt et al. 2012). Geist (2002) calculated tsunami wave

height uncertainty for the Pacific coastline of Mexico by

fixing the moment magnitude at 8.0 and using a trench fault

with 100 cases of random slip. He ascertained that random

slip distribution of a trench fault significantly affected the

localized coastal wave height and that coastal wave height

varied three-fold on average and six-fold at maximum.
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McCloskey et al. (2007, 2008) examined coastal wave

height uncertainty for the Sumatra coast using approxi-

mately 100 cases of initial displaced water height values

calculated from a trench fault with a random slip distri-

bution that was artificially generated in the same manner.

They also confirmed that nonuniformity of slip distribution

greatly influenced coastal wave height. Løvholt et al.

(2012) quantitatively studied the effect of 500 cases of

artificially generated random trench slip distributions on

tsunami runup height. They concluded that a hydrostatic

pressure model produces artificially high uncertainty and

that a nonhydrostatic pressure model produces a decrease

in uncertainty.

However, even though these studies describe the effect

of planar nonuniformity of slip on a fault on tsunami wave

height or tsunami runup height, they do not describe its

influence on stochastic tsunami hazard analysis. Thus, we

focused on the influence of nonuniformity of slip distri-

bution on a fault on the results of a stochastic tsunami

hazard analysis. Various methods of the stochastic tsunami

hazard analysis have been proposed by past many studies

(e.g., Lin and Tung 1982; Rikitake and Aida 1988; Ward

2002; Geist 2005; Thio 2010; Yong et al. 2013). In this

study, we adopted a method of stochastic tsunami hazard

analysis using a logic tree (Annaka et al. 2007). Specifi-

cally, using a random source parameter model that deter-

mined the probability of slip distributions including

asperity in a fault zone, we produced multiple giant faults

with hypothetical slip distributions for a Tohoku-type fault

zone. Then, by treating these multiple giant faults as

branches of a logic tree, we treated heterogeneous slip on

the fault as epistemic uncertainty. We also examined how

the results of the tsunami hazard analysis changed when the

number of branches of the logic tree was varied. We used

only five patterns of generated random slip distribution, but

it appears that they have a large effect on the results of

stochastic tsunami hazard analysis when using a logic tree.

In this study, we also discuss the regional uncertainty of

stochastically assessed tsunami wave height.

2 Assessment of slip distribution on a fault using

a random source model

In this study, we used the correlated random source

parameter (CRSP) model (Liu et al. 2006) to generate

random slip distributions on a fault plane. The CRSP model

is a recently proposed kinematic fault model that smoothly

varies slip distributions on fault planes. In this model, a

two-dimensional distribution of parameters such as slip,

slip angle, rupture propagation rate, and rupture rise time

on a fault plane can be estimated based on a probability

density function obtained by statistically processing slip

distributions estimated from past earthquake records. In

this study, we used only the two-dimensional slip distri-

butions that were generated using the CRSP model. The

procedure for creating a hypocenter model using this

technique is as follows.

First, a completely random two-dimensional Gaussian

distribution is generated. Then, the generated random two-

dimensional Gaussian distribution is transformed to

wavenumber space by a two-dimensional Fourier transform

and multiplied by the following filter (Mai and Beroza

2002).

F kx; ky

� �
¼ 1þ kxCLð Þ2þðkyCWÞ2

h in o�m=2

ð1Þ

Here, kx is the wavenumber of fault strike direction, ky is

the wavenumber of fault dip direction, m is the fractile

dimension, CL is the correlation length of the fault strike

direction, and CW is the correlation length of the fault dip

direction. We set a m value to 4.0, which was determined by

Liu et al. (2006). CL and CW are calculated from the fol-

lowing equations, where Mw is the moment magnitude of

the earthquake fault.

log10 CLð Þ ¼ �2:5þMw=2 ð2Þ
log10 CWð Þ ¼ �1:5þMw=3 ð3Þ

Next, by Fourier inverse transformation of the two-

dimensional distribution that has been multiplied by the

filter expressed in Eq. (1), a random Gaussian distribution

in which the amplitude in wavenumber space attenuates

according to k�m=2 is obtained. Finally, using the NORTA

method (Cairo and Neilson 1997), it is transformed to the

following truncated Cauchy distribution in which fault slip

distribution follows from the obtained random Gaussian

distribution. This probability distribution is based on

studies in which past earthquake inversion analyses were

statistically processed (Lavallée and Archuleta 2003, 2005;

Lavallée et al. 2006).

p Dð Þ ¼ C
1

1þ D� Do=jð Þ½ �2
; 0�D�Dmax ð4Þ

Here, C is the normalized probability density function, Do

is the Cauchy distribution location parameter, j is the

Cauchy distribution scale parameter, and Dmax is the

maximum slip of fault. j is a coefficient that is set such that

the average value of the slip distribution is equal to the

average slip across the fault. The average slip across the

fault was taken as Dave, and the following values were used

for Do and Dmax;

Dmax ¼ 2:8 � Dave ð5Þ
Do ¼ 0:5 � Dave ð6Þ
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The coefficient of 2.8 in Eq. (5) uses the ratio of max-

imum slip and average slip in the shallow part of the 2011

Tohoku earthquake as a reference. In particular, using the

results of Yoshida et al. (2011), who studied the rupture

process of the Tohoku earthquake using the waveform

inversion technique with long-period seismic motion data,

Ishii et al. (2013) concluded that the average slip of the

shallow part was 16.7 m and that the maximum slip was

46.9 m. Based on these results, we set the ratio of maxi-

mum slip to average slip in the truncated Cauchy distri-

bution at 2.8. The coefficient of 0.5 in Eq. (6) is the

coefficient of Liu et al. (2006), without modification.

Ishii et al. (2013) focused on a prominent feature of the

Tohoku earthquake (i.e., the slip in the shallow part was

larger than the slip in the deep part) and proposed a tech-

nique by which the average slip of each part is calculated

by using the area and modulus of rigidity of each part after

the fault is divided into a deep and shallow part. A value of

approximately 3.0, derived from analysis of the Tohoku

earthquake, has been used as the ratio of average slip of the

deep part to that of the shallow part.

In this study, we modeled the hypocenter of the rupture

zone of the Tohoku earthquake using the technique of Liu

et al. (2006) for generating random slip distributions and

the technique of Ishii et al. (2013) for calculating average

slip in the shallow and deep parts. A schematic diagram of

the modeling is shown in Fig. 1. First, a giant fault was

divided into a shallow and deep part, and the average slip

of each part was calculated using the technique of Ishii

et al. (2013). Because the value of average slip varies with

the area of each part according to the scaling law, the depth

of the boundary between the shallow and deep parts of the

fault model in this study was uniformly set to 15 km so as

to align it with the area of the shallow (27,000 km2) and

deep part (73,000 km2) set by Ishii et al. (2013). If the

average slip of each part is determined, it is possible to

determine the maximum slip of each part uniquely using

Eq. (5). Furthermore, the ratio of average slip and maxi-

mum slip of the deep part was assumed to be the same as

the ratio of average slip and maximum slip of the shallow

part. Specifically, we consider it necessary to concretely

determine the ratio of average slip and maximum slip of

the shallow part from observation results, but because we

could not obtain concrete data, we assumed the ratio of

average slip to maximum slip to be the same in both the

shallow and deep parts. Next, based on the average slip and

maximum slip of each part, the technique of Liu et al.

(2006) was applied to both the deep and shallow parts to

generate a random slip distribution for each part. Table 1

shows the average slip in the deep and shallow parts and

the maximum slip across the entire fault zone (maximum

slip of shallow part) calculated in this study and by Yos-

hida et al. (2011). The results in this study, in which slip

was artificially generated using the CRSP model, are

slightly higher but express the general trend of numeric

values quite well.

For the earthquake fault parameters, we used the lon-

gitude, latitude, length, width, upper depth, and strike and

dip angle of the fault endpoint of a Tohoku-type earthquake

fault published by Fujiwara et al. (2013) (Table 2). Fig-

ure 2 shows five patterns of a hypocenter model having

different two-dimensional locations of slip distribution

generated by the above technique. The figure shows that

the large slip region of the shallow part, like that actually

produced by the Tohoku earthquake, can be expressed

well. The asperity area ratio in the fault for these five cases

is shown in Table 3. Somerville et al. (1999) defined

asperity as the region having a slip that is at least 1.5 times

greater than the average slip across a fault, and, based on

analyzing the area of asperities of 15 past earthquakes,

Boundary depth between 
shallow area and deep area : 15km

Average slip rate : 3.0 [Ishii et al. 2013]

Deep 
area

Shallow 
area

The ratio between maximum
slip and average slip in shallow
area : 2.8
[Yoshida et al. 2011]

The ratio between maximum
slip and average slip in deep
area : 2.8

Maximum slip in each area

Fig. 1 Schematic diagram of modeling a Tohoku-type earthquake

fault. When the fault was thought of in terms of a deep part

(73,000 km2) and shallow part (27,000 km2), the depth of the fault

between areas was approximately 15 km. The ratio of average slip of

the deep part to that of the shallow part was taken as 3.0 (Ishii et al.

2013). The ratio of maximum slip to average slip in the shallow part

was taken as 2.8 (Yoshida et al. 2011). The ratio of maximum slip to

average slip in the deep part was assumed to be 2.8, similar to the

shallow part

Table 1 Comparison of average slip in the deep part and shallow part

and maximum slip of the entire fault zone according to this study and

Yoshida et al. (2011)

This

study

Yoshida et al.

(2011)

Average slip in the deep part (m) 6.0 5.0

Average slip in the shallow part (m) 18.1 16.7

Maximum slip of the entire fault

zone (m)

50.7 46.9
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Fig. 2 Modeled Tohoku-type earthquake faults having different slip

distributions: a asperity at the northern edge of the fault, b asperity

between the northern edge and center of the fault, c asperity at the

center of the fault, d asperity between the southern edge and center of

the fault, and e asperity at the southern edge of the fault. Red stars and

yellow stars indicate the locations of the Fukushima Prefecture

offshore GPS wave gauge and the south Iwate offshore GPS wave

gauge, respectively, which were set up by MLIT

Table 2 Fault parameters of a Tohoku-type earthquake fault zone

Longitude Latitude Length (km) Width (km) Upper depth (km) Strike Dip Rake Slip

144.139� 39.9� 500 200 4.1 193� 13� 90� a

Source Fujiwara et al. (2013)
a Slip is applied randomly across the fault using the CRSP model
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demonstrated that asperity accounts for 22 % (average),

10 % (minimum), and 40 % (maximum) of the area of the

entire fault. When the fault asperity of the five cases gen-

erated in this study is calculated based on the above defi-

nition, the area ratio of asperity to total fault area

(100,000 km2) is in the range of 12.5–18.1 %, which

agrees relatively well with the results of Somerville et al.

(1999); we believe it can appropriately express the heter-

ogeneous slip distribution characteristics of actual fault

slip.

3 Stochastic tsunami hazard analysis

3.1 Numerical tsunami simulation method

Based on the Tohoku-type earthquake fault model gener-

ated in Sect. 2, we calculated tsunami wave height at each

point as follows. First, the points of a 10-km mesh

encompassing a Tohoku-type earthquake fault zone

(500 km 9 200 km) were generated; then, using the fault

parameters in Table 2 and the fault slip artificially gener-

ated by the CRSP model as input values, the initial dis-

placed water height was calculated at those points using the

formula of Okada (1985). Here, the slip angle was assumed

to be a uniform 90�. Using the calculated initial displaced

water height as input values, time integration was per-

formed with a time interval of 0.9 s and a grid spacing of

15 s (approximately 450 m) at the longitude/latitude origin

by a nonlinear long-wave equation using the TUNAMI

program (Tohoku University’s Numerical Analysis Model

for Investigation of Far-field Tsunamis, IUGG/IOC TIME

Project 1997).

3.2 Logic tree construction

Next, to stochastically analyze the tsunami hazard, we

constructed a logic tree with five branch levels (range of

moment magnitude, position of asperity, earthquake return

period, log normal standard deviation expressed as aleatory

uncertainty, and truncated uncertainty) based on the tech-

nique of Annaka et al. (2007) (Fig. 3).

Here, we would like to clarify the definitions and han-

dling methods regarding aleatory uncertainty and epistemic

uncertainty in this study. Annaka et al. (2007) explain that

aleatory uncertainty is due to the random nature of earth-

quake occurrence and its effects. Its nature can be deter-

mined from the variation in the ratios of observed to

numerically calculated tsunami heights for historical tsu-

nami sources (Aida 1978) in their model, which is named

‘‘Aida’s kappa (j)’’. They also stated that epistemic

uncertainty is due to incomplete knowledge and data about

the earthquake process. Uncertainties in various model

parameters and various alternatives are treated as epistemic

uncertainty using the logic-tree approach.

Aida’s kappa, corresponding to aleatory uncertainty in

this study, is determined from a numerical simulation for

the optimal fault models of 11 tsunamigenic earthquakes

with many historical run-up data (Table 4). However, the

uncertainty that can be captured by this calculation only

represents the difference between tsunami observation data

due to an earthquake that occurred in the past and the

tsunami value estimated from the earthquake model using

numerical simulation. For the reason stated above, the

Japan Society of Civil Engineers (2011) mentioned that

parameters, which could vary even though the earthquakes

occurred in the same place, should also be considered as

‘‘variability due to changing of fault models’’ (aleatory

variability) or ‘‘uncertainty of fault models’’ (epistemic

uncertainty). Therefore, in this study, we considered

earthquake source models having different slip distribu-

tions that have not occurred in the past, as described in the

second chapter, the moment magnitude of the earthquakes,

Table 3 Ratio of asperity (region where the slip is 1.5 times greater

than the average slip of the entire fault) generated by the CRSP model

to total fault area

Position

of

asperity

in the

fault area

Northern

edge (%)

Between

norther

edge and

center

(%)

Center

(%)

Between

southern

edge and

center

(%)

Southern

edge (%)

Ratio of

asperity

18.10 16.70 17.80 12.50 16.60

Table 4 Values of Aida’s kappa (j) and logarithm of kappa (r) for

11 historical tsunamigenic earthquakes listed by Annaka et al. (2007)

Year Earthquake

name

Number of

run-up data

Aida’s

kappa (j)

Logarithm of

kappa (r)

1707 Hoei 61 1.35 0.300

1854 Ansei Tokai 89 1.47 0.385

1854 Ansei

Nankai

60 1.42 0.351

1896 Meiji

Sanriku

257 1.45 0.372

1933 Showa

Sanriku

572 1.40 0.336

1944 Tonankai 43 1.58 0.457

1946 Nankaido 159 1.60 0.470

1960 Chile 764 1.37 0.315

1968 Tokachi-oki 273 1.41 0.344

1983 Nihonkai-

chubu

209 1.48 0.392

1993 Hokkaido-

nansei-oki

216 1.47 0.385
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and the recurrence interval as epistemic uncertainty. In

addition, we treated variability of Aida’s kappa and its

truncation as epistemic uncertainty.

For the moment magnitude (Mw), three cases of Mw 8.9,

9.0, and 9.1 were considered. Variations in moment mag-

nitude are obtained by multiplying the slip across the fault

by a coefficient calculated from seismic moment Mo

(N*m) = lDS, where l is the fault rigidity (N/m2), S is the

fault area (m2), and D is the average displacement

(m) across the fault.

For the position of the asperity, we initially generated

many two-dimensional distributions of slip on the fault

using the CRSP model. From these, we subjectively

selected just five patterns of slip distribution such that the

position of asperity was dispersed throughout the entire

fault. Variations in the tsunami water level accompanying

the variations in slip distribution in the strike direction of

the fault are greater than the variations in the tsunami water

level accompanying the variations in slip distribution in the

dip direction (Geist and Dmowska 1999). Therefore, we

considered fault patterns in which the variations in slip

distribution in the strike direction were expressed more

distinctly than were the variations in the slip distribution in

the dip direction of the fault. In this study, we dealt with

five, three, and one pattern of slip distributions, but we will

confirm the large influence on the hazard curve, as will be

discussed later.

For the return period of the Tohoku-type earthquake, we

used the value of 600 years employed by Fujiwara et al.

(2013). In their analysis, a model of the average return

period for the Tohoku earthquake was treated as the BPT

distribution. In this study, we decided on a deviation of the

BPT distribution as 0.3 and set an upper limit and lower

limit confidence interval based on its error.

For the log-normal standard deviation (aleatory uncer-

tainty) and truncated uncertainty, we used the values of

Annaka et al. (2007), which were determined from a

numerical simulation for the optimal fault models of 11

tsunamigenic earthquakes with many historical run-up data

(Table 4).

The number appended to each branch of the logic tree in

Fig. 3 indicates the weight of that branch. For the branches

related to the range of moment magnitude and position of

the asperity, the values were equally divided weights. For

the weights for each branch of the recurrence interval, we

set the basis value as 0.5 and both end values as 0.25

because we set the branch by considering the confidence

interval. Finally, regarding the weights for the branches of

the standard deviation of the log-normal distribution and

truncation of the log-normal distribution, we adapted the

weighting values used in the study of Annaka et al. (2007);

these values were used when they used a variable fault

model in their study.

3.3 Hazard curves

Based on the constructed logic tree and the simulated

tsunami wave heights, we created hazard curves

(Fig. 4a). Each curve corresponds to a branch of episte-

mic uncertainty (logic tree) with the aleatory uncertainty

for each outcome shown in Fig. 4a. The method by

which each hazard curve is generated is as follows. First,

we can derive a probability density function of a log-

normal distribution, expressed as Eq. (7), when we set a

maximum tsunami height value, calculated from the

tsunami numerical simulation, using the condition of

each branch of the logic tree as a median value (l) and

set a logarithm of Aida’s kappa as the log-normal stan-

dard deviation (r):

f xð Þ ¼ 1
ffiffiffiffiffiffi
2p
p

rx
exp

� logx� lð Þ2

2r2

( )

; 0� x ð7Þ

Second, we can obtain a tsunami hazard curve by con-

verting the probability density function into an exceedance

probability distribution on the assumption of an ergodic

hypothesis. The ergodic hypothesis is a statistical assump-

tion that spatial variability is equal to temporal variability.

Therefore, if we use the log-normal distribution that indi-

cated spatial variability, we can obtain a tsunami hazard

0.25

0.5

0.25

The 3.11 Tohoku 
Earthquake type

Mw=9.0

Mw=8.9

Mw=9.1

Center

North-Center

South-Center

0.2

600 year

450 year

810 year

0.2

0.2

1/3

1/3

1/3

0.40

0.35
0.20

0.05

σ = 0.223

σ = 0.438

Truncation of
log-normal 
distribution

2.3σ

10σ

0.75

0.25

σ = 0.300

σ = 0.372

Standard deviation of
log-normal distribution

(Logarithm of Aida’s kappa)

Recurrence 
interval

Position of
asperityMagnitude rangeSource type

North

South

0.2

0.2

Fig. 3 Logic tree for stochastic analysis constructed for the Tohoku-

type earthquake fault. Branches are range of moment magnitude,

position of asperity, average recurrence interval, log normal standard

deviation (logarithm of Aida’s kappa), and truncated range of the

deviation. The number appended to each branch indicates the weight

of that branch
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curve that shows the relationship between tsunami height

and the annual probability of exceedance.

The hazard curves are drawn to correspond to one spe-

cific location. Here, for example, the hazard curves at the

installation site (39.259�N, 142.097�E) of the south Iwate

offshore GPS wave gauge set up by the Ministry of Land,

Infrastructure, Transport and Tourism (MLIT) in April

2007 are shown. The same number of hazard curves as the

number of branches of the logic tree (3 9 5 9 3 9

4 9 2 = 360) was created.

From these 360 hazard curves, statistical processing was

performed in consideration of branch weight. Annual

probability of exceedance at a certain tsunami wave height

and cumulative branch weight are shown in Fig. 4b. These

were calculated in the same manner as the tsunami wave

height from 0.0 to 0.1 m, and annual probability of
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Fig. 4 a The 360 hazard curves

corresponding to all branches of

the logic tree, b relationship

between annual probability of

exceedance and cumulative

branch weight at a certain wave

height, and c examples of

statistically processed hazard

curves (0.05 fractile curve, 0.50

fractile curve, 0.95 fractile

curve, and simple average

curve)
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Fig. 5 Waveform of the

Tohoku earthquake tsunami:

a measured at the south Iwate

offshore GPS wave gauge

(39.259�N, 142.097�E)—the

maximum wave height recorded

was 6.7 m—and b measured at

the Fukushima Prefecture

offshore GPS wave gauge

(36.971�N, 141.186�E)—the

maximum wave height recorded

was 2.6 m (Kawai et al. 2013)
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exceedance was determined at the points of 95, 50, and

5 % cumulative weight. From this, the relationship

between tsunami wave height and annual probability of

exceedance was re-drawn, resulting in the 95, 50, and 5 %

fractile curves shown in Fig. 4c. The fractile curves

simultaneously include epistemic uncertainty and aleatory

uncertainty in earthquake occurrence and tsunami propa-

gation. The analysis of this hazard curve, which includes

the various types of uncertainty, enables a stochastic

interpretation of a tsunami hazard. Additionally, a curve

produced by simply averaging the annual probability of

exceedance without considering branch weight was also

generated as a simple average curve. We note that the

tsunami hazard curves presented in this study are actually

the conditional hazard exceedance curves because only

3.11 Tohoku-type earthquake events are included in the

logic tree. However, we can say that we conducted sto-

chastic tsunami hazard analysis in terms of considering the

variability of the moment magnitude, position of asperity,

and recurrence interval of the target earthquake. In addi-

tion, there is a possibility that other parameters such as the

log-normal standard deviation or weights based on expert

judgment strongly influence the shape of the hazard curves

(e.g., Annaka et al. 2007; Iwabuchi et al. 2014). However,

we would like to note that we focused on how the hazard

curves change in response to the different positions of

asperity in the logic tree, on the premise that parameters

such as the log-normal standard deviation and weights

based on expert judgment are fixed.

3.4 Comparison with Tohoku earthquake observation

results and a past study

In this section, we compare the results of the stochastic

tsunami hazard analysis performed in Sect. 3.1 with the

observation results of the Tohoku earthquake that occurred

in 2011 and a past study performed by Sakai et al. (2006).

The measurement data of the south Iwate offshore GPS

wave gauge and the Fukushima Prefecture offshore GPS

wave gauge set up by MLIT and analyzed by Port and

Airport Research Institute (PARI) were used as the Tohoku

earthquake observation data (Kawai et al. 2013).

3.4.1 Comparison with the south Iwate offshore GPS wave

gauge observation results

Figure 5a shows the waveform observed during the To-

hoku earthquake, measured by the south Iwate offshore

GPS wave gauge. The position of the south Iwate offshore

wave gauge is indicated by the yellow star in Fig. 2a.

According to information published by MLIT, the maxi-

mum tsunami wave height at the south Iwate offshore GPS

wave gauge was 6.7 m. The results of stochastic tsunami

hazard analysis at the same location are shown in Fig. 4c.

In addition, the relationship between the return period and

fractile point at the maximum wave height of 6.7 m

observed during the Tohoku earthquake is indicated by the

red line in Fig. 6. The results show that the range of the

return period is approximately 1,780 years at the 0.50

fractile wave height and 450 years at the 0.95 fractile wave

height. Furthermore, the return period at the 0.50 fractile
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wave height is 1,709 years. In a report by Fujiwara et al.

(2013), the return period of the 2011 Tohoku earthquake

was estimated at approximately 600 years, but in the

results of our analysis, approximately 600 years is equiv-

alent to a fractile from 0.81 to 0.91, which is a relatively

high fractile point.

3.4.2 Comparison with the Fukushima Prefecture offshore

GPS wave gauge observation results

Figure 5b shows the waveform observed during the To-

hoku earthquake, measured by the Fukushima Prefecture

offshore GPS wave gauge. The position of the Fukushima

Prefecture offshore wave gauge is indicated by the red star

in Fig. 2a. According to information published by MLIT,

the maximum tsunami wave height at the Fukushima Pre-

fecture offshore GPS wave gauge was 2.6 m. The results of

stochastic tsunami hazard analysis at the same location are

shown in Fig. 7. In addition, the relationship between the

return period and fractile point at the maximum wave

height of 2.6 m observed during the Tohoku earthquake is

indicated by the blue line in Fig. 6. The results show that

the range of the return period is 600 years at the 0.50

fractile wave height and 450 years at the 0.95 fractile wave

height. The return period at the 0.50 fractile wave height is

600 years. According to our analysis, the return period of

the Tohoku earthquake of approximately 600 years is

equivalent to a fractile between 0.35 and 0.75; this is a

relatively wide fractile range.

3.4.3 Comparison with a past study

Sakai et al. (2006) also conducted probabilistic tsunami

hazard analysis using the logic-tree approach, targeting the

coast of Fukushima Prefecture. Before comparing our

research with their work, it is important to note that one of

the fundamental differences between the two studies is that

our research considers only the Tohoku earthquake type

fault (Mw 8.9–9.1), while their research considered nine

earthquake faults (Mw 7.7–8.6) along the Japan trench for

the near-field tsunami. In addition, the contents and

weights of the branches in the logic tree differ between the

two studies. Thus, although there are some differences in

the conditions of the studies, we discuss the results of the

analyses in the following.

In the long-term averaged hazard curve of Sakai et al.

(2006), wave heights with a return period of 1,000 years

had a range of about 3.5 m (0.05 fractile wave) to about

5.6 m (0.95 fractile wave). However, in our study, wave

heights with a similar return period had a range of about

4.0 m (0.05 fractile wave) to about 17.3 m (0.95 fractile

wave). It is indicated that both the calculated stochastic

tsunami height and its range in our analysis are larger than

in their analysis, which is mainly because the moment

magnitude of the assumed earthquake fault in our analysis

is larger. Furthermore, the difference of the 0.05 fractile
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wave between the analyses is about 0.5 m, while the dif-

ference of the 0.95 fractile wave is about 13.3 m. We can

also understand from the results that the difference in

tsunami height between the analyses has a larger value as

the fractile point is large.

3.5 Influence of the number of random slip distribution

patterns on the results of hazard analysis

In this section, we examine the influence of the number of

random slip distribution patterns in a fault zone on the

results of stochastic tsunami hazard analysis. In the logic

tree, variations in slip distribution in the fault zone are

handled by a separate branch as epistemic uncertainty.

Thus, we examined the effect of the number of slip dis-

tribution patterns in the fault zone on the stochastic tsunami

hazard results by comparing the analysis results when using

five slip distribution patterns (standard case), three pat-

terns, and one pattern. For the case of three patterns, we

considered the cases where the slip distribution was at the

northernmost part, in the center, and at the southernmost

part of the hypothetical fault. For the one pattern case, we

only considered the case where the slip distribution was in

the center. Since the number of branches of the logic tree

changes if the number of slip distribution patterns is

changed, the number of hazard curves also changes. When

there are three slip distribution patterns, the number of

branches is 216 (3 9 3 9 3 9 4 9 2), and when there is

one, the number of branches is 72 (3 9 1 9 3 9 4 9 2).

Figure 8 shows the hazard curves at the site of the south

Iwate offshore GPS wave gauge for the cases of three slip

distribution patterns and one slip distribution pattern. Fig-

ure 9 shows the relationship between the return period and

fractile at wave heights of 10 and 2.0 m in addition to the

maximum wave height of 6.7 m measured during the To-

hoku earthquake. These figures show that although there is

almost no influence of the number of slip distribution

patterns on the results of the hazard analysis in the case of a

relatively small wave height (2.0 m), when the wave height

is relatively large (6.7, 10 m), the number of slip distri-

bution patterns greatly influences the results of the hazard
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Fig. 10 Tsunami wave height

frequency distribution when

considering the uncertainty of a

1,000-year return period at the

location of the south Iwate

offshore GPS wave gauge: a the

number of slip distributions is

five, b the number of slip

distributions is three, and c the
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analysis. In the case of the 10-m wave height, when there is

only one slip distribution pattern, the return period at each

fractile point provides the largest estimate (low annual

probability of exceedance), whereas in the cases of three

and five slip distribution patterns, the return period at each

fractile point tends to provide an estimate smaller than that

in the case of only one pattern (high annual probability of

exceedance). In the case of the 6.7 m wave height, no

particular trend is seen, but the variability in the estimated

return period becomes relatively large compared to when

the wave height is 2.0 m. Based on the approximate wave

heights, we speculate that there is a great difference in how

the number of slip distribution patterns influences the

results of the hazard analysis depending on the hypothe-

sized wave source.

Figure 10 shows the tsunami wave height frequency

distribution taking into consideration the uncertainty of a

1,000-year return period at the same location. In the cases

of the five and three slip distributions, the standard devi-

ation and coefficient of variation are about the same, but

Fig. 11 a 0.05 fractile wave

height, b 0.95 fractile wave

height, c 90 % confidence

interval wave height, and

d coefficient of variation of a

1,000-year return period at a

depth of 50 m underwater

offshore from the Tohoku coast
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when there is only one slip distribution, the frequency of

wave heights 10 m and above becomes extremely small.

Accordingly, the standard deviation becomes smaller and

the coefficient of variation decreases. This is because, in

the cases of the five and three slip distributions, a high

tsunami wave height was calculated at the south Iwate

offshore GPS wave gauge because a large amount of slip

was present in the northern portion of the fault, but in the

case of only one slip distribution, a high tsunami wave

height was not observed at the south Iwate offshore GPS

wave gauge because a large amount of slip was present

only in the center of the fault.

3.6 Quantitative assessment of uncertainty of tsunami

wave height

In this section, we discuss the uncertainty of tsunami wave

height in each region of the Tohoku earthquake using the

results of stochastic tsunami hazard analysis and the logic

tree of Fig. 3.

3.6.1 Uncertainty of tsunami wave height in the Tohoku

offshore region

Considering the results of stochastic tsunami hazard ana-

lysis at the south Iwate offshore GPS wave gauge (Fig. 4),

when we consider the tsunami wave height of a certain

annual probability of exceedance, we see that various

values can be obtained depending on the fractile point.

Figure 11a shows the tsunami wave heights at the 5 %

fractile point of a 1,000-year return period at a depth of

50 m underwater, offshore from the Tohoku coast, and

Fig. 11b shows the tsunami wave heights at the 95 %

fractile point at the same locations. For the 5 % fractile

wave height, a relatively high wave height from 5.0 m to

less than 10 m was calculated primarily offshore from

Miyagi Prefecture and Fukushima Prefecture. On the other

hand, for the 95 % fractile wave height, a high wave height

from 20.0 m to less than 40.0 m was calculated in the

coastal regions of the Iwate and Miyagi Prefectures. If we

limit the wave height to 5.0 m and above, the offshore area

Table 5 Stochastically

processed wave heights and

maximum wave heights for each

case of tsunami simulation at

(a) the location of the maximum

coefficient of variation and

(b) the location of the minimum

coefficient of variation

(a) The location of the

maximum coefficient of variation

(b) The location of the

minimum coefficient of variation

Latitude 35.505� 37.345�
Longitude 140.75099� 141.1454�
0.05 fractile wave height (m) 0.5 6.6

0.95 fractile wave height (m) 4.9 17.4

90 % confidence interval (m) 4.4 10.8

Average wave height l (m) 1.3 10.5

Standard deviation r (m) 1.41 3.45

Coefficient of variation c.o.v. 1.08 0.33

Maximum wave heights calculated from each simulation case (m)

Mw 8.9

North 0.7 8.2

North-central 1.8 7.5

Central 0.8 6.8

South-central 0.9 8.8

South 2.7 8.2

Mw 9.0

North 1.0 12.0

North-central 2.8 11.0

Central 1.2 9.6

South-central 1.4 12.0

South 4.3 12.1

Mw9.1

North 1.4 15.2

North-central 3.9 13.9

Central 1.6 11.9

South-central 2.1 15.2

South 6.0 16.3
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from southern Aomori Prefecture in the north to southern

Ibaraki Prefecture in the south was analyzed. In this study,

as an index of uncertainty, we defined the wave height

equivalent in the range from the 5 % fractile point to the

95 % fractile point (a value obtained by subtracting the

5 % fractile wave height from the 95 % fractile wave

height) as the 90 % confidence interval of the tsunami

wave height. Figure 11c shows the 90 % confidence

interval of tsunami wave height of a 1,000-year return

period at the same locations. The figure indicates that, in

general, at locations where wave height at each fractile

point is high, the 90 % confidence interval is simulta-

neously high. In particular, a large range in wave height,

from 30.0 m to less than 40.0 m, is seen offshore from

Iwate Prefecture and at offshore parts in the vicinity of the

Oshika Peninsula of Miyagi Prefecture. In the offshore area

of Tohoku as a whole, it ranges from a minimum of 0.6 m

to a maximum of 36.5 m.

As another index of uncertainty, we defined the coeffi-

cient of variation obtained from the standard deviation and

average of various tsunami wave heights obtained while

focusing on a certain annual probability of exceedance.

Figure 11d shows the coefficient of variation of tsunami

wave height of a 1,000-year return period. Some very

interesting observations can be made from this figure. First,

there were multiple locations offshore of the Boso Penin-

sula of Chiba Prefecture that exhibited high coefficient of

variation values, from 0.91 to less than 1.10. When this is

considered in combination with Fig. 11a, b, and when we

compare the region offshore of the Boso Peninsula of

Chiba Prefecture with other regions off the Tohoku coast,

the uncertainty of the hypothesized wave height is large,

although small wave heights were predicted on average,

and there is a high probability of incursion of a wave height

divergent from the average wave height. Table 5a shows

stochastically processed wave heights at the location at

which the maximum coefficient of variation was recorded

offshore from the Boso Peninsula of Chiba Prefecture and

the maximum wave height of each tsunami calculation.

Figure 12a shows the tsunami wave height frequency dis-

tribution when considering the uncertainty at the same

location. The maximum wave height data calculated

directly from the tsunami simulation of Table 5a show a

large difference between the maximum wave height when

the position of the asperity is placed at the southernmost

edge of the fault zone (4.3 m for the case of Mw 9.0) and

when the position of asperity is placed at the northernmost

edge of the fault zone (1.0 m for the case of Mw 9.0); we

believe this is the cause for the increase in the coefficient of

variation. Figure 12a shows a frequency distribution with a

relatively wide range at higher wave heights, up to a

maximum of 6.8 m with an average of 1.3 m. The second

interesting fact is that the point where the coefficient of

variation reached a minimum was a point offshore of the

Fukushima Prefecture coast. Similarly, Table 5b shows the

data at the same location, and Fig. 12b shows the tsunami

wave height frequency distribution when considering the

uncertainty at the same location. The wave height data for

the case of Mw 9.0 calculated directly from the tsunami

simulation of Table 5b shows that the wave height was

highest when the position of the asperity was placed at the

southernmost edge of the fault zone; however, relatively

high tsunami wave heights were recorded in all cases. The

wave height frequency distribution in Fig. 12b is distrib-

uted relatively widely, from a minimum of 4.5 m to a

maximum of 18.9 m, but the average wave height was at

10.5 m and the coefficient of variation had the minimum

value.
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Fig. 12 Frequency distribution of tsunami wave height when

considering uncertainty at locations where the coefficient of variation

reached a the maximum of 1.08 and b the minimum of 0.33. The total

number of calculated tsunami wave heights is 360. Here, l is the

average, r is the standard deviation, c.o.v. is the coefficient of

variation, min is the minimum value, and max is the maximum value
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3.6.2 Uncertainty of tsunami wave height at the ria

coastline of the Tohoku region

Finally, we look at the results for the ria coastline of Iwate

Prefecture. Figure 13a shows 0.05 fractile wave height,

Fig. 13b shows 0.95 fractile wave height, Fig. 13c shows

90 % confidence interval wave height, and Fig. 13d shows

the coefficient of variation of a 1,000-year return period at

a depth of 50 m underwater offshore of the ria coastline of

Iwate Prefecture. No noticeable trend is seen for the 0.05

fractile wave height, but the values of the 0.95 fractile

wave height, 90 % confidence interval, and coefficient of

variation show that the values tend to be higher offshore

from the peninsular tips of the ria coastline and lower in the

closed-off sections of bays. Table 6a shows the data at the

location of the maximum coefficient of variation offshore

Fig. 13 a The 0.05 fractile

wave height, b 0.95 fractile

wave height, c 90 % confidence

interval wave height, and

d coefficient of variation of the

1,000-year return period at a

depth of 50 m underwater

offshore from the ria coastline

of Iwate Prefecture. The two

locations in the yellow boxes

indicate a representative

location offshore from a

peninsular tip of the ria

coastline and a representative

offshore location in the closed-

off section of a bay
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Table 6 Stochastically

processed wave heights and

maximum wave heights for each

case of calculation at (a) the

location of the maximum

coefficient of variation offshore

from the peninsular tip of a

coastline and (b) the location of

the minimum coefficient of

variation in the closed-off

section of a bay shown in the

yellow boxes in Fig. 13

(a) The location of the

maximum coefficient

of variation offshore

from the peninsular tip of a coastline

(b) The location of the

minimum coefficient of

variation in the closed-off

section of a bay

Latitude 39.6513� 39.4974�
Longitude 142.0329� 142.0303�
0.05 fractile wave height (m) 4.9 4.3

0.95 fractile wave height (m) 39.1 20.3

90 % confidence interval (m) 34.2 16.0

Average wave height l (m) 9.0 10.7

Standard deviation r (m) 9.23 4.66

Coefficient of variation c.o.v 1.03 0.44

Maximum wave heights calculated from each simulation case (m)

Mw8.9

North 19.7 11.4

North-central 7.1 10.1

Central 6.7 8.8

South-central 5.2 4.7

South 5.4 7.1

Mw9.0

North 29.6 15.9

North-central 10.4 14.2

Central 9.6 12.4

South-central 7.5 6.7

South 7.7 10.2

Mw9.1

North 37.6 19.7

North-central 14.3 18.3

Central 13.0 15.8

South-central 9.5 9.0

South 10.3 13.1
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Fig. 14 Frequency distribution of tsunami wave height considering

uncertainty: a at a location offshore from the peninsular tip where the

coefficient of variation is large and b a location in the closed-off

section of a bay where the coefficient of variation is small. These

locations are in the yellow boxes in Fig. 13. The total number of

calculated tsunami wave heights is 360. Here, l is the average, r is

the standard deviation, c.o.v. is the coefficient of variation, min is the

minimum value, and max is the maximum value
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from the tip of a peninsula of the ria coastline, and

Table 6b shows the location of the minimum coefficient of

variation in a closed-off section of the bay shown in the

yellow boxes in Fig. 13. Figure 14 shows the tsunami wave

height frequency distribution when considering the uncer-

tainty at the same locations. These data show that, in the

vicinity of the peninsular tip of the ria coastline, the stan-

dard deviation is larger and the average is smaller than that

in the vicinity of the closed-off section of the bay; how-

ever, in the vicinity of the closed-off section of the bay, the

standard deviation is smaller and the average is larger, and

this determines the magnitude of the coefficient of varia-

tion. In the vicinity of the peninsular tip of the ria coastline,

there is a trend of tsunami waves with high to low wave

heights due to the difference in slip distribution within the

fault observed widely, and the uncertainty of the tsunami

wave height is large. However, in the closed-off section of

the bay, the average tsunami wave height is larger than that

near the peninsular tip because of effects of the submarine

topography in the vicinity, but the range of the obtained

wave height is small, i.e., the uncertainty of the tsunami

wave height is small. These results clearly demonstrate the

influence of topographical effects specific to ria coastlines.

The above results show that when the results of stochastic

tsunami wave height analysis limited to a Tohoku-type

earthquake fault are analyzed, regional differences in

uncertainty at the 90 % confidence interval and coefficient of

variation of tsunami wave height clearly exist. In this study,

we analyzed a Tohoku-type earthquake fault, but we believe

that if the subject fault is changed, regional variations in the

uncertainty of tsunami wave heights will also change.

4 Conclusions

We draw the following conclusions based on stochastic

tsunami wave height hazard analysis of a fault having

multiple slip distributions using a random source parameter

model with a Tohoku-type earthquake fault zone and logic

tree.

(1) When the observation results of the Tohoku earth-

quake tsunami were compared with the results of the

stochastic tsunami hazard analysis, the return period

of the observation results at the location of the south

Iwate offshore GPS wave gauge was equivalent to

approximately 1,709 years (0.50 fractile wave

height), and the return period at the location of the

Fukushima Prefecture offshore GPS wave gauge was

equivalent to approximately 600 years (0.50 fractile

wave height). It was ascertained that the return

period statistically determined from stochastic

tsunami hazard analysis results differs by a fair

amount depending on the region.

(2) Analysis of the effect of the number of slip

distribution patterns on stochastic tsunami hazard

analysis results showed that the uncertainty of

tsunami wave height increased as the number of

slip distribution patterns increased, but for relatively

small wave heights, there was almost no effect of the

number of slip distribution patterns on the results of

the hazard analysis.

(3) When the uncertainty of tsunami wave height of a

1,000-year return period at a depth of 50 m under-

water offshore from the Tohoku coast was examined,

regional differences in uncertainty were clearly

observed. In general, the 90 % confidence interval

was high for locations where the wave height of each

fractile point was high. Offshore of the Boso

Peninsula of Chiba Prefecture, where the coefficient

of variation reached the maximum, the difference in

maximum wave height due to differences in slip

distribution in the fault zone contributed greatly to

the large coefficient of variation. At a ria coastline,

the coefficient of variation was relatively large at a

location offshore from the peninsular tip and rela-

tively smaller at an offshore location in the closed-

off section of a bay. We believe this is the effect of

the submarine topography in a ria coastline.

As demonstrated in this study, important information for

promoting regional disaster prevention activity can be

obtained by quantifying and visualizing the uncertainty of

tsunami wave heights by stochastic tsunami hazard

analysis.
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